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Naive Bayes Classifier

(NB)

1

𝑃 𝑦|𝑥1, 𝑥2, … , 𝑥𝑛 =
𝑃 𝑥1, 𝑥2, … , 𝑥𝑛|𝑦 𝑃 𝑦

𝑃 𝑥1, 𝑥2, … , 𝑥𝑛



2

𝒙(𝒊)
𝑇 𝑦(𝑖)

𝒙(𝟏)
𝑇 𝑦(1)

𝒙(𝟐)
𝑇 𝑦(2)

⋮ ⋮

𝒙(𝒎) 𝑇 𝑦(𝑚) 𝑦(𝑖) ∈ {𝑐1, 𝑐2, … , 𝑐𝐾}

𝒙(𝒊) = 𝑥1
(𝑖)
, 𝑥2

(𝑖)
, … , 𝑥𝑛

(𝑖) 𝑇

Probabilistic Classification

argmax
𝑦

𝑃 𝑦|x1, x2, …, xn

Data Set:

Problem statement:
Given features x1, x2, …, xn

Predict a label y= 𝑐1, 𝑐2, … , 𝑐𝐾

A good strategy is to predict:
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Car Theft Example

Example No. Color Type Origin Stolen?

1 Red Sports Domestic Yes

2 Red Sports Domestic No

3 Red Sports Domestic Yes

4 Yellow Sports Domestic No

5 Yellow Sports Imported Yes

6 Yellow SUV Imported No

7 Yellow SUV Imported Yes

8 Yellow SUV Domestic No

9 Red SUV Imported No

10 Red Sports Imported Yes

Data Set:

Features:
Color, Type, Origin

Label:
Stolen (can be either Yes or No).

(x1: Color, x2: Type, x3: Origin)

(y= Yes or No)

(x1=Red, x2= SUV, x3= Domestic)
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Car Theft Example

if x1=Red, x2=SUV, x3=Domestic, predict a label for Stolen (y = Yes or No)

Problem statement:

Given features x1,x2,…,xn

Predict a label y= Yes, No

argmax
𝑦

𝑃 𝑦|x1=Red, x2=SUV, x3=Domestic
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Establishing a probabilistic model for classification

Probabilistic Classification

❖ Discriminative model

❖ Generative  model

𝑃 𝑦|𝑋 𝑦 = c1, c2, …, cK,  𝑋 = x1, x2, …, xn

𝑃 𝑋|𝑦 𝑦 = c1, c2, …, cK,  𝑋 = x1, x2, …, xn



Establishing a probabilistic model for classification

Probabilistic Classification

❖ Discriminative model

𝑃 𝑦|𝑋 𝑦 = c1, c2, …, cK,  𝑋 = x1, x2, …, xn

Discriminative 

Probabilistic Classifier

x1 x2 xn
⋯

⋯

𝑃 c1|X 𝑃 c2|X 𝑃 cK|X

𝑋 = x1, x2, …, xn



Establishing a probabilistic model for classification

Probabilistic Classification

Generative

Probabilistic Model

for Class c1

x1 x2 xn
⋯

𝑃 X | c1

𝑋 = x1, x2, …, xn

❖ Generative  model

𝑃 𝑋|𝑦 𝑦 = c1, c2, …, cK,  𝑋 = x1, x2, …, xn

Generative

Probabilistic Model

for Class c2

x1 x2 xn
⋯

𝑃 X | c2

Generative

Probabilistic Model

for Class cK

x1 x2 xn
⋯

𝑃 X | cK

⋯

Probability that this 

car is stolen

Probability that this 

is not stolen



Establishing a probabilistic model for classification

The Bayes Classifier

❖ Generative  model

𝑃 𝑋|𝑦 𝑦 = c1, c2, …, cK,  𝑋 = x1, x2, …, xn

𝑃 𝑦|𝑋 =
𝑃 𝑋|𝑦 𝑃 𝑦

𝑃 𝑋

𝑃 𝑦|𝑥1, 𝑥2, … , 𝑥𝑛 =
𝑃 𝑥1, 𝑥2, … , 𝑥𝑛|𝑦 𝑃 𝑦

𝑃 𝑥1, 𝑥2, … , 𝑥𝑛

Normalization Constant

Likelihood Prior

Why did this help? 
We might be able to specify how features are “generated” by the class label.



The Bayes Classifier

𝑃 𝑦 = 𝑌𝑒𝑠|x1=Red, x2=SUV, x3=Domestic

=
𝑃 x1=Red, x2=SUV, x3=Domestic|𝑦 = 𝑌𝑒𝑠 𝑃 𝑦 = 𝑌𝑒𝑠

𝑃 x1=Red, x2=SUV, x3=Domestic

=
𝑃 x1=Red, x2=SUV, x3=Domestic|𝑦 = 𝑌𝑒𝑠 𝑃 𝑦 = 𝑌𝑒𝑠

𝑃 x1=Red, x2=SUV, x3=Domestic|𝑦 = 𝑌𝑒𝑠 𝑃 𝑦 = 𝑌𝑒𝑠 + 𝑃 x1=Red, x2=SUV, x3=Domestic|𝑦 = 𝑁𝑜 𝑃 𝑦 = 𝑁𝑜

𝑃 𝑦 = 𝑁𝑜|x1=Red, x2=SUV, x3=Domestic

=
𝑃 x1=Red, x2=SUV, x3=Domestic|𝑦 = 𝑁𝑜 𝑃 𝑦 = 𝑁𝑜

𝑃 x1=Red, x2=SUV, x3=Domestic

=
𝑃 x1=Red, x2=SUV, x3=Domestic|𝑦 = 𝑁𝑜 𝑃 𝑦 = 𝑁𝑜

𝑃 x1=Red, x2=SUV, x3=Domestic|𝑦 = 𝑁𝑜 𝑃 𝑦 = 𝑁𝑜 + 𝑃 x1=Red, x2=SUV, x3=Domestic|𝑦 = 𝑌𝑒𝑠 𝑃 𝑦 = 𝑌𝑒𝑠

To classify, we’ll simply compute these two probabilities and 
predict based on which one is greater

𝑃 𝑦 = 𝑐|𝑥1, 𝑥2, … , 𝑥𝑛 =
𝑃 𝑥1, 𝑥2, … , 𝑥𝑛|𝑦 = 𝑐 𝑃 𝑦 = 𝑐

𝑃 𝑥1, 𝑥2, … , 𝑥𝑛

=
𝑃 𝑥1,𝑥2,…,𝑥𝑛|𝑦=𝑐 𝑃 𝑦=𝑐

𝑃 𝑥1,𝑥2,…,𝑥𝑛|𝑦=𝑌𝑒𝑠 𝑃 𝑦=𝑌𝑒𝑠 +𝑃 𝑥1,𝑥2,…,𝑥𝑛|𝑦=𝑁𝑜 𝑃 𝑦=𝑁𝑜



1- How many parameters are required to specify the prior?

For the Bayes classifier, we need to “learn” two functions,

• the likelihood, 𝑃 𝑋|𝑦

• the prior, 𝑃 𝑦

2- How many parameters are required to specify the likelihood?

The Bayes Classifier

𝑃 𝑦|𝑋 =
𝑃 𝑋|𝑦 𝑃 𝑦

𝑃 𝑋

Normalization Constant

Likelihood Prior

The problem with explicitly modeling 𝑃 𝑋|𝑦 is that there are usually too many parameters:

We’ll run out of space

We’ll run out of time

And we’ll need tons of training data (which is usually not available)

Model Parameters



MAP classification rule

– MAP: Maximum A Posterior

– Assign 𝑋 = 𝑥1, 𝑥2, … , 𝑥𝑛 to 𝑐∗ if 

MAP classification rule

𝑃 𝑦 = 𝑐∗|𝑋 = x1, x2, …, xn > 𝑃 𝑦 = 𝑐|𝑋 = x1, x2, …, xn
𝑐 ≠ 𝑐∗, 𝑐 = 𝑐1, 𝑐2, … , 𝑐𝐾

x1

⋯

𝑃 𝑦 = c1|𝑋 = x1, x2, …, xn

𝑋
=

x 1
,
x 2

,
…

,
x n

x2

xn

⋯

𝑃 𝑦 = c2|𝑋 = x1, x2, …, xn

𝑃 𝑦 = cK|𝑋 = x1, x2, …, xn

𝑃 𝑦 = 𝑐∗|𝑥1, 𝑥2, … , 𝑥𝑛 = argmax
𝑐=𝑐1,𝑐2,…,𝑐𝐾

𝑃 𝑦 = 𝑐|𝑋 = x1, x2, …, xn

Step1: Compute 𝑃 𝑦 = ci|𝑋 = x1, x2, …, xn for i=1,2,…, K

Step2: Compute 𝑐∗ = argmax
𝑐=𝑐1,𝑐2,…,𝑐𝐾

𝑃 𝑦 = 𝑐|𝑋 = x1, x2, …, xn

Step3: Assign 𝑋 = 𝑥1, 𝑥2, … , 𝑥𝑛 to 𝑐∗ as it’s predicted label

Algorithm. MAP classification rule



MAP classification rule

𝑃 𝑦 = 𝑐∗|𝑥1, 𝑥2 = argmax
𝑐=𝑐1,𝑐2

𝑃 𝑦 = 𝑐|𝑋 = x1, x2, x3

Example:

Assume 𝑋 = x1=Red, x2=SUV, x3=Domestic , 
if 𝑃 𝑦 = 𝑌𝑒𝑠|x1=Red, x2=SUV, x3=Domestic = 0.003
and 

𝑃 𝑦 = 𝑁𝑜|x1=Red, x2=SUV, x3=Domestic = 0.02
then    

𝑐∗ = 𝑁𝑜

x1 𝑃 𝑦 = c1|𝑋 = x1, x2, x3 = 0.003

𝑋
=

x 1
,x

2
,x

3

x2
𝑃 𝑦 = c2|𝑋 = x1, x2, x3 = 0.02

c1=𝑌𝑒𝑠, c2=𝑁𝑜

𝑐∗ = 𝑁𝑜

x3



Method of Generative classification with the MAP rule

1. Apply Bayesian rule to convert them into posterior probabilities

2. Then apply the MAP rule:

𝑃 𝑦 = 𝑐𝑖|𝑥1, 𝑥2, … , 𝑥𝑛 =
𝑃 𝑥1, 𝑥2, … , 𝑥𝑛|𝑦 = 𝑐𝑖 𝑃 𝑦 = 𝑐𝑖

𝑃 𝑥1, 𝑥2, … , 𝑥𝑛
∝ 𝑃 𝑥1, 𝑥2, … , 𝑥𝑛|𝑦 = 𝑐𝑖 𝑃 𝑦 = 𝑐𝑖

for i=1,2,…, K

𝑃 𝑦 = 𝑐∗|𝑥1, 𝑥2, … , 𝑥𝑛 > 𝑃 𝑦 = 𝑐|𝑥1, 𝑥2, … , 𝑥𝑛 𝑐 ≠ 𝑐∗, 𝑐 = 𝑐1, 𝑐2, … , 𝑐𝐾

Step1: Compute 𝑃 𝑦 = 𝑐𝑖 for i=1,2,…, K 

Step2: Compute 𝑃 𝑥1, 𝑥2, … , 𝑥𝑛|𝑦 = 𝑐𝑖 for i=1,2,…, K

Step3: Apply Bayesian rule to compute 𝑃 𝑦 = ci|𝑋 = x1, x2, …, xn for i=1,2,…, K

Step4: Compute 𝑐∗ = argmax
𝑐=𝑐1,𝑐2,…,𝑐𝐾

𝑃 𝑦 = 𝑐|𝑋 = x1, x2, …, xn

Step5: Assign 𝑋 = 𝑥1, 𝑥2, … , 𝑥𝑛 to 𝑐∗ as it’s predicted label

Algorithm. Generative classification with the MAP rule



Bayes classification

learning the joint probability

𝑃 𝑦|𝑋 ∝ 𝑃 𝑋|𝑦 𝑃 𝑦 = 𝑃 𝑥1, 𝑥2, … , 𝑥𝑛|𝑦 𝑃 𝑦



The Naïve Bayes Model

𝑃 𝑥1, 𝑥2, … , 𝑥𝑛|𝑦 =ෑ

𝑖=1

𝑛

𝑃 𝑥𝑖|𝑦

• The Naïve Bayes Assumption: 

Assume that all features are independent given the class label y



Naïve Bayes Algorithm
(for discrete valued Features)

Input: Data set D = 𝒙(𝑖), 𝑦(𝑖) , for i=1,2,…, m, such that 𝒙(𝑖),𝑦(𝑖) ∈ 𝑐1, 𝑐2, … , 𝑐𝐾 and each feature 𝑥𝑗
(𝑖)

can 

be take it’s discrete value from set 𝑥𝑗1
(𝑖)
, 𝑥𝑗2

(𝑖)
, … , 𝑥𝑗𝑛𝑗

(𝑖)
,for 𝑗 = 1,2, … , 𝑛.

Output:

• Given an unknown instance 𝑋𝑛𝑒𝑤 = 𝑥1
𝑛𝑒𝑤 , 𝑥2

𝑛𝑒𝑤 , … , 𝑥𝑛
𝑛𝑒𝑤 , predict it’s label.

------------------------------------------------------------------
Training Phase:

• Estimate 𝑃 𝑦 = 𝑐𝑖 with examples in D for i=1,2,…, K:
෠𝑃 𝑦 = 𝑐𝑖 ≈ 𝑃 𝑦 = 𝑐𝑖

• For every feature value 𝑥𝑗𝑘 of each feature 𝑥𝑗, estimate 𝑃 𝑥𝑗 = 𝑥𝑗𝑘|𝑦 = 𝑐𝑖 for k=1,2,…, 𝑛𝑗
with examples in D:

෠𝑃 𝑥𝑗 = 𝑥𝑗𝑘|𝑦 = 𝑐𝑖 ≈ 𝑃 𝑥𝑗 = 𝑥𝑗𝑘|𝑦 = 𝑐𝑖
Output of training phase: Conditional probability table for each feature 𝑥𝑗, for 𝑗 = 1,2, … , 𝑛.

Testing Phase:

Given an unknown instance 𝑋𝑛𝑒𝑤 = 𝑥1
𝑛𝑒𝑤, 𝑥2

𝑛𝑒𝑤 , … , 𝑥𝑛
𝑛𝑒𝑤 , predict it’s label: 

• Look up tables to assign the label c* to 𝑋𝑛𝑒𝑤:

𝑐∗ = argmax
𝑐=𝑐1,𝑐2,…,𝑐𝐾

𝑃 𝑦 = 𝑐 ෑ

𝑗=1

𝑛

෠𝑃 𝑥𝑗
𝑛𝑒𝑤|𝑦 = 𝑐



Naïve Bayes Algorithm
(for discrete valued Features)

Example: Play Tennis

P(Play=Yes) = 9/14

P(Play=No) = 5/14

𝑃 Outlook = Sunny, Play = 𝑌𝑒𝑠 = #(Outlook=Sunny, Play=𝑌𝑒𝑠)
# 𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

=
2
14

𝑃 Outlook = Sunny, Play = No = #(Outlook=Sunny, Play=No)
# 𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

=
3
14



Naïve Bayes Algorithm
(for discrete valued Features)

Training Phase

Example: Play Tennis

P(Play=Yes) = 9/14

P(Play=No) = 5/14

𝑃 𝐻𝑜𝑡 𝑌𝑒𝑠 =
𝑃(𝐻𝑜𝑡, 𝑌𝑒𝑠)

𝑃(𝑌𝑒𝑠)
=

2
14
9
14

=
2

9

Temperature Play=Yes Play=No

Hot 2/9 2/5

Mild 4/9 2/5

Cool 3/9 1/5

𝑃 𝐻𝑜𝑡 𝑁𝑜 =
𝑃(𝐻𝑜𝑡, 𝑁𝑜)

𝑃(𝑁𝑜)
=

2
14
5
14

=
2

5

𝑃 𝑀𝑖𝑙𝑑 𝑌𝑒𝑠 =
𝑃(𝑀𝑖𝑙𝑑, 𝑌𝑒𝑠)

𝑃(𝑌𝑒𝑠)
=

4
14
9
14

=
4

9

𝑃 𝑀𝑖𝑙𝑑 𝑁𝑜 =
𝑃(𝑀𝑖𝑙𝑑, 𝑁𝑜)

𝑃(𝑁𝑜)
=

2
14
5
14

=
2

5

𝑃 𝐶𝑜𝑜𝑙 𝑌𝑒𝑠 =
𝑃(𝐶𝑜𝑜𝑙, 𝑌𝑒𝑠)

𝑃(𝑌𝑒𝑠)
=

3
14
9
14

=
3

9

𝑃 𝐶𝑜𝑜𝑙 𝑁𝑜 =
𝑃(𝐶𝑜𝑜𝑙, 𝑁𝑜)

𝑃(𝑁𝑜)
=

1
14
5
14

=
1

5

Temperature



Naïve Bayes Algorithm
(for discrete valued Features)

Training Phase

Example: Play Tennis

Outlook Play=Yes Play=No

Sunny 2/9 3/5

Overcast 4/9 0/5

Rain 3/9 2/5

Humidity Play=Yes Play=No

High 3/9 4/5

Normal 6/9 1/5

P(Play=Yes) = 9/14

P(Play=No) = 5/14

Temperature Play=Yes Play=No

Hot 2/9 2/5

Mild 4/9 2/5

Cool 3/9 1/5

Wind Play=Yes Play=No

Strong 3/9 3/5

Weak 6/9 2/5



Naïve Bayes Algorithm
(for discrete valued Features)

Testing Phase

Example: Play Tennis

Given a new instance 𝑋𝑛𝑒𝑤 = Outlook = Sunny, Temperature = Cool, Humidity = High, Wind = Strong , 
what is it’s label?

• Look up tables achieved in the learning phrase:

P(Outlook = Sunny | Play=No) = 3/5

P(Temperature = Cool | Play==No) = 1/5

P(Huminity = High | Play=No) = 4/5

P(Wind = Strong | Play=No) = 3/5

P(Play=No) = 5/14

P(Outlook = Sunny | Play=Yes) = 2/9

P(Temperature = Cool | Play=Yes) = 3/9

P(Huminity = High | Play=Yes) = 3/9

P(Wind = Strong | Play=Yes) = 3/9

P(Play=Yes) = 9/14

• Decision making with the MAP rule:

P(Yes|𝑋𝑛𝑒𝑤) ≈ [P(Sunny|Yes)P(Cool|Yes)P(High|Yes)P(Strong|Yes)]P(Play=Yes) = 0.0053

P(No|𝑋𝑛𝑒𝑤) ≈ [P(Sunny|No) P(Cool|No)P(High|No)P(Strong|No)]P(Play=No) = 0.0206

Given the fact P(Yes|𝑋𝑛𝑒𝑤) < P(No|𝑋𝑛𝑒𝑤), we label 𝑋𝑛𝑒𝑤 to be No.



Naïve Bayes Algorithm

(Zero conditional probability)

m-estimate of probability

❖ Note that we estimated conditional probabilities P(A|B) by 
𝑛𝑐

𝑛
where 𝑛𝑐 is the number of 

times A and B happened in same time and 𝑛 is the number of times B happened in the 

training data

❖ This can cause trouble if 𝑛𝑐=0.

❖ To avoid this, we fix the numbers 𝑝 and 𝑚 beforehand:
• A nonzero prior estimate p for P(A|B), and

• A number 𝑚 that says how confident we are of our prior estimate 𝑝, as measured in number of samples.

❖ Then instead of using 
𝑛𝑐

𝑛
for the estimate, use 

𝑛𝑐+𝑝𝑚

𝑛+𝑚
.

❖ Just think of this as adding a bunch of samples to start the whole process

❖ If we don’t have any knowledge of 𝑝, assume the attribute is uniformly distributed over all 

possible values

෠𝑃 𝑥𝑗𝑘|𝑦 = 𝑐𝑡 ≈
𝑛𝑐 + 𝑝𝑚

𝑛 +𝑚
𝑛𝑐: number of training examples for which 𝑥𝑗 = 𝑥𝑗𝑘 and 𝑦 = 𝑐𝑡.

𝑛: number of training examples for 𝑦 = 𝑐𝑡.

𝑝: prior estimate (usually,  𝑝 =
1

𝑛𝑗
, (𝑥𝑗 ∈ 𝑥𝑗1

(𝑖)
, 𝑥𝑗2

(𝑖)
, … , 𝑥𝑗𝑛𝑗

(𝑖)
).

𝑚: weight to prior (number of virtual examples, 𝑚 ≥ 1)

If no example contains the feature value



Naïve Bayes Algorithm

(for Continuous valued Features)

Input: Data set D = 𝒙(𝑖), 𝑦(𝑖) , for i=1,2,…, m, such that 𝒙(𝑖) ∈ ℝ𝑛,𝑦(𝑖) ∈ 𝑐1, 𝑐2, … , 𝑐𝐾 .

Output:

• Given an unknown instance 𝑋𝑛𝑒𝑤 ∈ ℝ𝑛, predict it’s label.

------------------------------------------------------------------
Training Phase:

• Estimate 𝑃 𝑦 = 𝑐𝑖 with examples in D for i=1,2,…, K:

• Numberless values taken by a continuous-valued feature

• For each feature 𝑥𝑗 estmate conditional probability 𝑃 𝑥𝑗|𝑦 = 𝑐𝑡 using normal distribution

෠𝑃 𝑥𝑗|𝑦 = 𝑐𝑡 ≈ 𝑃 𝑥𝑗|𝑦 = 𝑐𝑡 =
1

2𝜋 𝜎𝑗𝑡
𝑒
−
𝑥𝑗−𝜇𝑗

2

2𝜎𝑗𝑡
2

𝜇𝑗: mean(average) of feature values 𝑥𝑗 of examples for which 𝑦 = 𝑐𝑡
𝜎𝑗𝑡: standard deviation of feature values 𝑥𝑗 of examples for which 𝑦 = 𝑐𝑡

Output of training phase: Conditional probability table for each feature 𝑥𝑗, for 𝑗 = 1,2, … , 𝑛.

Testing Phase:

Given an unknown instance 𝑋𝑛𝑒𝑤 = 𝑥1
𝑛𝑒𝑤, 𝑥2

𝑛𝑒𝑤 , … , 𝑥𝑛
𝑛𝑒𝑤 ∈ ℝ𝑛, predict it’s label: 

• Instead of looking-up tables, calculate conditional probabilities with all the normal 

distributions achieved in the learning phrase

•Apply the MAP rule to assign the label c* to 𝑋𝑛𝑒𝑤:

𝑐∗ = argmax
𝑐=𝑐1,𝑐2,…,𝑐𝐾

𝑃 𝑦 = 𝑐 ෑ

𝑗=1

𝑛

෠𝑃 𝑥𝑗
𝑛𝑒𝑤|𝑦 = 𝑐



Naïve Bayes Algorithm

(for Continuous valued Features)

• Temperature is naturally of continuous value.

Yes: 25.2, 19.3, 18.5, 21.7, 20.1, 24.3, 22.8, 23.1, 19.8

No: 27.3, 30.1, 17.4, 29.5, 15.1

Training Phase:

Estimate mean and variance for each class

𝜇 =
1

𝑁
෍

𝑛=1

𝑁

𝑥𝑛 ⟹ 𝜇𝑌𝑒𝑠 = 21.64, 𝜇𝑁𝑜 = 23.88

𝜎2 =
1

𝑁 − 1
෍

𝑛=1

𝑁

𝑥𝑛 − 𝜇 2 ⟹ 𝜎𝑌𝑒𝑠 = 2.35, 𝜎𝑁𝑜 = 7.09

Output: two Gaussian models for 𝑃(𝑡𝑒𝑚𝑝|𝑐)

Example

෠𝑃 𝑥𝑗|𝑌𝑒𝑠 ≈
1

2.35 2𝜋
𝑒
−
𝑥𝑗−21.64

2

2×2.352 =
1

2.35 2𝜋
𝑒−

𝑥𝑗−21.64
2

11.09

෠𝑃 𝑥𝑗|𝑁𝑜 ≈
1

7.09 2𝜋
𝑒
−
𝑥𝑗−23.88

2

2×7.092 =
1

7.09 2𝜋
𝑒−

𝑥𝑗−23.88
2

50.25
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