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Probabilistic Classification

Data Set:
(x(i))T y(i)
(x(1))T y

) . ! T
(x®)" | ¥ x® = [xf),xg), -..;xT(ll)]

(x(m))T y (™ y(i) € {cq,C2, ..., Ck}

Problem statement:
Given features (x, x5, ..., X, )

Predict a label y= ¢4, ¢5, ..., Cx

A good strategy is to predict:

argmax P(y|x;, x5, ..., x, )
y




Car Theft Example

Data Set:
Example No. Color Type Origin Stolen?
1 Red Sports Domestic Yes
2 Red Sports Domestic No
3 Red Sports Domestic Yes
4 Yellow Sports Domestic No
5 Yellow Sports Imported Yes
6 Yellow SUV Imported No
7 Yellow SUV Imported Yes
8 Yellow SUV Domestic No
9 Red SUV Imported No
10 Red Sports Imported Yes
Features:
Color, Type, Origin (X,=Red, x,= SUV, x3= Domestic)
(x1: Color, x5: Type, x3: Origin)
Label:

Stolen (can be either Yes or No).  (y= Yes or No)



Car Theft Example

Problem statement:
Given features x;,x,...,x,

Predict a label y= Yes, No

if x,=Red, x,=SUV, x;=Domestic, predict a label for Stolen (y = Yes or No)

argmax P(y|x,=Red, x,=SUV, x;=Domestic)
y




Probabilistic Classification

Establishing a probabilistic model for classification

/7

*» Discriminative model

P(y|X) Yy=c¢C,C ..oy X = (X1, X0, ..., X,)

* Generative model

P(le) Yy =C1,C ..., Cy X = ()Cl,X2, --~9xn)




Probabilistic Classification

Establishing a probabilistic model for classification

/7

*» Discriminative model

P(y|X) Yy=c¢C,C ..oy X = (X1, X0, ..., X,)

P(c,|X) PlalX) P(ck|X)

criminat




Probabilistic Classification

Establishing a probabilistic model for classification

/

*¢ Generative model

P(X|y) Yy=c¢C,C .0y X = (X1, X0, ..., X,)

..................................

Probability that this
car is stolen

Probability that this
1s not stolen




The Bayes Classifier

Establishing a probabilistic model for classification

/7

** Generative model

P(le) Yy =C1,C ..., Ck, X = (xla-st '-'sxn)

Likelihood Prior
\ /
P(X|y)P
PO =~
/

Normalization Constant
P(x1, %3, -, X |y)P(y )
P(xq,%5, ..., Xn)

P(ylxy, X9, ey Xy) =

Why did this help?
We might be able to specify how features are “generated” by the class label.



The Bayes Classifier

P(xy, %3, ., xp|y = €)P(y = ¢)
P(y = clxqy, X3, o, Xy) = P (x4, %, Xn)
1 y ey An

_ P(x1,%2,..Xn|y=c)P(y=c)
P(x1,X2,...Xn|y=Yes)P(y=Yes)+P(x1,X2,...Xn|Yy=No)P(y=No)

P(y = Yes|x,=Red, x,=SUV, x;=Domestic)
P(x,=Red, x,=SUV, x;=Domestic|y = Yes)P(y = Yes)
N P(x,=Red, x,=SUV, x;=Domestic)
P(x;=Red, x,=SUV, x;=Domestic|y = Yes)P(y = Yes)

3 P (x;=Red, x,=SUV, x;=Domestic|y = Yes)P(y = Yes) + P(x;=Red, x,=SUV, x;=Domestic|y = No)P(y = No)

P(y = No|x,=Red, x,=SUV, x;=Domestic)
_ P(x;=Red, x,=SUV, x;=Domestic|y = No)P(y = No)
p P(x,=Red, x,=SUV, x;=Domestic)

_ P(x;=Red, x,=SUV, x;=Domestic|y = No)P(y = No)
- P(x;=Red, x,=SUV. x;=Domestic|y = No)P(y = No) + P(x;=Red. x,=SUV. x;=Domestic|y = Yes)P(y = Yes)

To classify, we’ll simply compute these two probabilities and
predict based on which one is greater




The Bayes Classifier

Likelihood Prior s

\ / \
P(X|y)P(y) 5
P(X) R

Normalization Constant

P(y|X) =

For the Bayes classifier, we need to “learn” two functions,
* the likelihood, P(X|y)
* the prior, P(y )

Model Parameters

1- How many parameters are required to specify the prior?

2- How many parameters are required to specify the likelihood?

The problem with explicitly modeling P(X|y) is that there are usually too many parameters:
We'll run out of space
We'll run out of time
And we’ll need tons of training data (which is usually not available)



v Xp)

X = (xl,xz, .

MAP classification rule

MAP classification rule
— MAP: Maximum A Posterior

— Assign X = (xq, %3, ..., xp) to c™ if

P(y = C*IX = (x17x29 "')xn)) > P(y = ClX = (xlax% --~axn))
C#*c' Cc=0¢,Cp e, Ck

Algorithm. MAP classification rule

Stepl: Compute P(y =c|X = (x, x,, ...,xn)) fori=1,2,..., K

Step2: Compute ¢* = argmax P(y = c|X = (x}, x5, ..., X,))

C=Cq1,Co,..., CK

Step3: Assign X = (x4, X5, ..., Xp,) to ¢ as it’s predicted label

xl :> P(y = CllX = (X],Xz, --"xn))
x2:> P(y = CZlX = (xlaxb "'7xn))

xi’l:> P(y = CK|X = (xlaxza "'9xn))

% P(y = c*|xq, X3, ..., Xp) = argmax P(y = c|X = (x1, x, ...,xn))

C=Cq1,C3,.., Ck



MAP classification rule

Example:
Assume X = (x;=Red, x,=SUV, x;=Domestic),
if P(y = Yes|x;=Red, x,=SUV, x;=Domestic) = 0.003

and
P(y = No|x,=Red, x,=SUV, x;=Domestic) = 0.02
then
fol—
C1:Y€S, 02=N0
< X
;{' 1 :> P(y = CllX = (xl,xZ, X3)) = 0.003
s X2 =) c*=No
I x Py = el = () ,, x;) ) =002
S ,

P(y = c*|xy, %, ) = argmax P(y = c|X = (x1, x2, x3))

€=C;,C;



Method of Generative classification with the MAP rule

1. Apply Bayesian rule to convert them into posterior probabilities

P(xy, %z, . Xnly = c)P(y = ¢;)

OCP(x 5 2P oon p A =C)P( :C')
P(xlpxz, ---,xn) 142 Tl.ly i y i

P(y = ci|xq,x3, oo, Xp) =

fori=12,.., K

2. Then apply the MAP rule:

P(y = c*|x1, %3, e, X)) > P(y = c|x4, %3, e, X)) C #CT, C =¢1,Cyy e, Cg

Algorithm. Generative classification with the MAP rule
Stepl: Compute P(y =c¢;) fori=12,.., K
Step2: Compute P (x4, x5, ..., X,|y =¢;) fori=12,.., K

Step3: Apply Bayesian rule to compute P(y = ¢;|X = (x1, xa, ..., x,)) fori=1,2,..., K

Step4: Compute ¢* = argmax P(y =c|X = (x1, x2, ..., xn))

€=C1,C2,..,.CK

Step5: Assign X = (x4, X5, ..., X, ) to c* as it’s predicted label




Bayes classification

P(y|X) < P(X|y)P(y) = P(x1, %3, ..., Xn|y)P(y )
S Y S/

/

learning the joint probability




The Naive Bayes Model

e The Naive Bayes Assumption:

Assume that all features are independent given the class label y

n
P(lexZ) ---;xnl:V) - Hp(xlly)
=1



Naive Bayes Algorithm
(for discrete valued Features)

Input: Data set D = {(x®, y®)}, for i=1,2,..., m, such that x®,y® € {cy, cy, ..., ck} and each feature x; can

be take it’s discrete value from set {xj(li), xj(zi), ool xﬁ?}} Jorj=12,..,n

Output:
* Given an unknown instance X™¢V = (x]°W, x7€%, ..., xW), predict it’s label.

Training Phase:
* Estimate P(y = c;) with examples in D for i=1,2,..., K:
Py=c)~Ply=c)

* For every feature value xj;, of each feature x;, estimate P(xj = xjly = cl-) for k=1,2,...,n;

with examples in D:
P(xj = xjly = Ci) =~ P(Xj = xjkly = Ci)

Output of training phase: Conditional probability table for each feature x;, for j = 1,2,...,n

Testing Phase:

Given an unknown instance X™¢% = (x{**V, x7¢%, ..., x¢%), predict it’s label:

* Look up tables to assign the label c* to X™°":

n
c* =argmax P(y=c) nﬁ(xjneww =)
CK "
Jj=1

€=C1,C2,mny

@
J




Naive Bayes Algorithm

(for discrete valued Features)

Example: Play Tennis

PlayTennis: training examples

Day Outlook  Temperature = Humidity =~ Wind PlayTennis
D1 Sunny Hot High Weak No
D2 Sunny Hot High Strong No
D3 Overcast Hot High Weak Yes
D4 Rain Mild High Weak Yes
D5 Rain Cool Normal Weak Yes
D6 Rain Cool Normal Strong No
D7 Overcast Cool Normal Strong Yes
D8 Sunny Mild High Weak No
D9 Sunny Cool Normal Weak Yes

D10 Rain Mild Normal Weak Yes
D11 Sunny Mild Normal Strong Yes

D12 Overcast Mild High Strong Yes

D13 Overcast Hot Normal Weak Yes

D14 Rain Mild High Strong No

P(Outlook = Sunny, Play = Yes) =

P(Outlook = Sunny, Play = No) =

#(Outlook=Sunny, Play=Yes) _ 2

# total samples

14

#(Outlook=sunny, Play=No) _ B

# total samples

14

P(Play=Yes) = 9/14

P(Play=No) = 5/14



Naive Bayes Algorithm

(for discrete valued Features)

Example: Play Tennis

Training Phase

P(Play="Yes) = 9/14
P(Play=No) = 5/14

P(Hot|Yes) = P(ZE);'BZ;S) = % =
P(Hot|No) = P(gz’]f[’ol\)’ Ll gzz _2
P(Mild|Yes) = P(Izzl;le,:)es) = f;;iz g
P(Mild|No) = -. (1‘;’ ZZIOI)V o) _ f%z :

__ P(Cool,Yes) 13—4
P(Cool|Yes) = PYes) — 9
14
__ P(Cool,No) _ % _ g
P(Cool|No) = P(NO) 5%
4
Play=Yes | Play=No
Hot 2/9 2/5
Mild 4/9 2/5
Cool 3/9 1/5




Naive Bayes Algorithm

(for discrete valued Features)

Example: Play Tennis

Training Phase

P(Play="Yes) = 9/14
P(Play=No) = 5/14

Play=Yes | Play=No
Sunny 2/9 3/5
Overcast 4/9 0/5
Rain 3/9 2/5
Play=Yes | Play=No
High 3/9 4/5
Normal 6/9 1/5

Play=Yes | Play=No
Hot 2/9 2/5
Mild 4/9 2/5
Cool 3/9 1/5
Play=Yes | Play=No
Strong 3/9 3/5
Weak 6/9 2/5




Naive Bayes Algorithm
(for discrete valued Features)

Example: Play Tennis

Testing Phase

Given a new instance X" = (Outlook = Sunny, Temperature = Cool, Humidity = High, Wind = Strong),
what 1s it’s label?

* Look up tables achieved in the learning phrase:

P(Outlook = Sunny | Play=Yes) = 2/9 P(Outlook = Sunny | Play=No) = 3/5
P(Temperature = Cool | Play=Yes) = 3/9 P(Temperature = Cool | Play==No) = 1/5
P(Huminity = High | Play=Yes) = 3/9 P(Huminity = High | Play=No) = 4/5
P(Wind = Strong | Play=Yes) = 3/9 P(Wind = Strong | Play=No) = 3/5
P(Play=Yes) =9/14 P(Play=No) = 5/14

* Decision making with the MAP rule:
P(Yes|X™eW) = [P(Sunny|Yes)P(Cool|Yes)P(High|Yes)P(Strong|Yes)|P(Play=Yes) = 0.0053

P(No|X™W) = [P(Sunny|[No) P(Cool[No)P(High|No)P(Strong|No)]P(Play=No) = 0.0206

Given the fact P(Yes|X™%) < P(No|X™e¥), we label XY to be No.



Naive Bayes Algorithm
(Zero conditional probability)

If no example contains the feature value

m-estimate of probability

>

R/
*

L)

R/
0’0

) )
0’0 0‘0

Note that we estimated conditional probabilities P(A|B) by % where n, is the number of

times A and B happened in same time and n is the number of times B happened in the
training data

This can cause trouble if n,.=0.

To avoid this, we fix the numbers p and m beforehand:

* A nonzero prior estimate p for P(A|B), and

* A number m that says how confident we are of our prior estimate p, as measured in number of samples.

. . n . ne+pm
Then instead of using 76 for the estimate, use :Hin .

Just think of this as adding a bunch of samples to start the whole process
If we don’t have any knowledge of p, assume the attribute is uniformly distributed over all
possible values

" n. +pm . ]’30
P(xjkly = ¢¢) = T m A iy,
. S . _ _ 0{*06 O[ IGI‘
n.: number of training examples for which x; = x;; and y = ¢;. *?6,7&‘? %,
o 0 o §
n: number of training examples for y = c;. ”’e&ﬁ/@%%%b
o 1 ® . © (i)} O 4 0
: ==  (x: =X . &z
p: prior estimate (usually, p e (xj € {le 1 Xjg s s X ). 6% ,(Zeb%%&
43

m: weight to prior (number of virtual examples, m = 1)



Naive Bayes Algorithm
(for Continuous valued Features)

Input: Data set D = {(x(i),y(i))}, for i=1,2,..., m, such that x® € R, y® € {c, ¢3, ..., Ck}.

Output:
* Given an unknown instance X% € R", predict it’s label.

Training Phase:
* Estimate P(y = c;) with examples in D for i=1,2,..., K:
* Numberless values taken by a continuous-valued feature
* For each feature x; estmate conditional probability P(xj ly = ct) using normal distribution

P(xj|y = Ct) ~ P(xj|y = Ct) — me 20t
Jt

pj: mean(average) of feature values x; of examples for which y = ¢;
0j¢: standard deviation of feature values x; of examples for which y = ¢;

Output of training phase: Conditional probability table for each feature x;, for j = 1,2, ..., n.

Testing Phase:

Given an unknown instance X™¢% = (xf**V, x7¢%, ..., x1¢%) € R", predict it’s label:

* Instead of looking-up tables, calculate conditional probabilities with all the normal
distributions achieved in the learning phrase

* Apply the MAP rule to assign the label c* to X™¢":

n
c* =argmax P(y =c) nﬁ(x]?"‘eww =)
CK "
j=1

C=C1,C3,--,




Naive Bayes Algorithm
(for Continuous valued Features)

Example

* Temperature is naturally of continuous value.
Yes: 25.2,19.3, 18.5, 21.7, 20.1, 24.3, 22.8, 23.1, 19.8
No: 27.3, 30.1, 17.4,29.5, 15.1

Training Phase:

Estimate mean and variance for each class
N
1
H = Nz Xn = Hyes = 2164‘, Uno = 23.88
n=1 N

1

0'2 = mZ(xn _.Ll)z = Oyes = 235, Ono = 7.09
n=1

Output: two Gaussian models for P(temp|c)

~ 1 (xj—21.64)2 1 (xj—21.64)2

P(x;|Yes) ¥ ———e  2x2352 =_______ ¢ ~ 1109 _
Lalles) 2.35v2m 2.35v2m

R 1 (xj-23.88)" 1 (x;-23.88)°

P(x;|No) ~ TT2X7.09%7 = T 5025

—e —e
7.09V2m 7.09V2m
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